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About

Goodnotes is a highly regarded digital
notepad and PDF markup tool, born

from the endeavours of its founder and
director, Steven Chan, during his time as
a student at the University of Queensland.
Inspired and driven by the early limitations
of Apple’s iPad in 2010, Steven sought to
bridge the tactile authenticity of pen and
paper with the expansive capabilities of
digital note-taking. This led to the creation
of Goodnotes, an application adept at
recognising handwritten characters,
drawings, and mathematical equations.
Under Steven’s leadership, Goodnotes
has evolved into a significant education
tool with over 21.5 million monthly active
users, and was recognised as the Apple
iPad App of the Year in 2022. The launch
of Goodnotes 6, which integrates Al into
digital note-taking, marks a notable stride
in the company’s ongoing commitment

To learn more about Goodnotes and how we work with schools

please do get in touch. We would be delighted to share more

about our research and explore opportunities to collaborate:

education@goodnotes.com

to enhancing educational processes.
Central to Goodnotes’ operational

ethos is a commitment to ‘Dream Big’

in order to make a meaningful impact

on learning, a value that is apparent in
their continual push towards innovative
solutions. The value of ‘Build Great
Things’ is reflected in their user-centric
product design, which is underscored by a
commitment to excellence and a curious
and ambitious community that drives
continual innovation. Through fostering a
culture of ‘Taking Ownership, Goodnotes
encourages individual contributions to its
mission of impacting education positively.
Its contributions offer a substantive
foundation for examining the impacts

of generative Al in academic settings,
making Goodnotes a pivotal entity in
exploring the progressive intersections of
new technologies and education.
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Foreword

When considering the use of Al tools in
education, it is easy to become distracted
by shiny new apps or seduced by the
most ground-breaking developments. As
educators, we spend a lot of time deeply
engaged in debates over defining what

Al really is (or isn't) and why that matters.
There is talk of efficiency, there is talk of
productivity. We discuss whether teachers
will become somehow obsolete in the
constant drive to 'speed things up’ and
make our lives and those of our students
frictionless.

When looking at the impact of this
technology on education from

a philosophical perspective, the
conversation turns towards the purpose
and nature of education, including what
should be taught, how it should be taught,
and why. Our default is often trying to
identify the bigger picture. What do our
behaviors suggest about how we are
showing up in the world? What do they
tell us about our current thinking about
the nature of knowledge, or the essence
of intelligence? What are we inadvertently
foregrounding within culture and society,
or within our schools?

So, when discussing the ‘do’s and don’ts
of Al in schools’, we have been returning
to the question: ‘What do we mean by

a good education?’ This is not a new
question, but one that has remained at
the core of policy, practice, and pedagogy
for over 100 years. Our answers to it have

reflected our societal values over time,
and it is that which makes it especially
prescient when considering the world

in the midst of the 4th Educational
Revolution (Seldon & Abidoye, 2020). It is
worth asking, therefore, ‘What values do
we seem to be foregrounding now?".

In times gone by, a ‘good’ education was
intrinsically linked to class, gender, and
race. Who was allowed to learn what

and when meant that different career
opportunities and ultimately futures were
available to certain groups of society in
stark ways. These distinct educational
contents were rooted in the division
between ‘free men and slaves and serfs’
(Dewey, 1946).

For many, a ‘good’ education-related
entirely to the needs of an industrialized
economy where technical skills, literacy,
and numeracy became crucial—it was
about being equipped to be a productive
economic unit. For example, the children
in Victorian poor schools were taught to
read, write, and count, with the express
intention that they would later become
better employees in factories or service
roles. Yet, children from wealthy families
were afforded the chance to learn for the
sake of learning. For them, education was
not just a means to an end (securing a
job), but also an end in itself and served
to cultivate the cultural and intellectual
development of the upper classes.



More recently, with greater
democratization of education, different
approaches have become evident in
pedagogic practice - those that are
Traditional, with the teacher considered

to be the holder of knowledge and the
student being an empty vessel ready to be
filled; and those that are more Liberal, with
the express intention being that students
gain autonomy, finding answers within
themselves and their peers (merely guided
by their teacher) and are ultimately ‘freed’
through their education.

We see relics of these approaches today
- a‘good’ education arguably combines
aspects from both the productive
economic unit and the well-rounded,
knowledgeable individual. It contains
elements of the teacher as a knowledge
holder but increasing levels of autonomy
being given over to the student. Alice
Johnson (1981) referred to this as the move
from the ‘Sage on the stage’ to the ‘Guide
on the side’ It is at this intersection—
between Sage and Guide—that generative
Al in particular can be seen to fit most
naturally. Pupils are increasingly using

Al tools as a way of researching topics,
finding answers to their questions, and
developing their understanding of the
world. Whether they understand the
responses to be ‘the answer’ or simply
‘one answer’ seems to depend on their
relationship with the tool that they are
using—whether they understand it to be
Sage or Guide.

Therefore, it is vitally important that we
think about the relationship students have
with knowledge and decision-making. In
wider society, students are continually
presented with the notion that technology

has the right answer, and even that
technology knows them better than they
know themselves. We must be sure that
schools do not inadvertently reinforce
an unthinking "technology knows best”
default setting, where pupils will assume
that the computer-generated response
is somehow better than their own. It is
essential that education fosters a sense of
critical engagement rather than passive
consumption.

Secondly, in a world where technology
often provides quick, clear-cut answers,
education needs to teach students

to be comfortable with ambiguity and
uncertainty. As a result, we need to think
about our students’ relationship with
‘wicked problems’ and questions that
have no answers. Wicked problems such
as climate change, poverty, and social
inequality are complex issues that do not
have clear solutions or may have solutions
that are not universally agreed upon.
They are important in and of themselves
but equally important because young
people will be increasingly faced with
technologies that do provide an answer,
every time—whether or not there is

one! Therefore, we need to encourage
them to explore multiple perspectives
and recognize that some questions

are complex and may remain open or
have evolving answers. Education (and
technologies within that) ought to be
about cultivating intellectual humility and
openness to continuous learning.

Lastly, it’s crucial to ensure that teachers’
voices are recognized and valued. Their
passion for their subjects and enthusiasm
for teaching should not be overshadowed
by discussions of technology acting as



the more knowledgeable entity. Their

role is central to inspiring and guiding
students, and this should be reinforced
and respected in the face of technological
advancements.

When conducting research on the role
of Al in Schools in 2023, Goodnotes
focused specifically on homework,
coursework, and assessment to provide
recommendations for teachers who are
struggling to navigate this space. This was
at a time when Al was constantly in the
headlines, and scaremongering around
the negative impacts this technology
might have on every sector one might
care to name dominated headlines. This
research, however, even when looking at
practical examples of ways that certain
tools might be used in the curriculum,
focused on putting pedagogy first. Across
the 50+ educators, professionals, and

indeed students who took part in this
research, it was emphasized that there

is a need for more teachers offering
support, not less of them. The technology,
no matter how advanced or inspiring or
‘game-changing’, is with us to support
strong pedagogy, not to take it away.

In conclusion, technology should, and

can, empower. Leveraging technology
effectively while also valuing and trusting
human intellect, creativity, and profession-
alism is key.

- Dr Rebecca Mace,
Digital Philosopher & Educational Re-
searcher UCL Institute of Education



Introduction

In early 2023, Goodnotes began
conducting research on the state of play
surrounding generative Al in schools.
The aim of this work was to explore the
different ways that this seemingly new
technology was already being used

and the responses that different school
communities around the world had

to it. Ultimately, the idea was to offer
advice, support, and recommendations
to schools that had an interest in Al as a
whole, based on practical examples of
what was being used already and how
that might be improved upon and utilized
across different areas of school life in the
future. This led to an investigation of the
implications for homework, coursework,
and assessment in particular, and how
schools might navigate alterations to
policy for the use of Al in any of these
areas.

The research was conducted with over

50 global collaborators, many of whom
were educators and students. Following
the publication of this work, Goodnotes
set out to explore and understand
changes to school policies, teacher
attitudes to the use of Al tools as well as
the evolution of the technology itself. It
became quite clear in those months that
one of the most under-investigated areas
surrounding the subject was the impact
certain tools were having on the social and
emotional development of young learners.
While a substantial amount of current
studies examine the development and
implementation of Al tools in education,
little has shed light on students’ and

teachers’ experiences in relation to these
technologies. Many of the participants
from that initial research began reporting
an increased frequency of use and even
some dependence on the technology.
Indeed, as this technology becomes more
integrated into mainstream teaching and
learning, and more integrated into the
tools that are already being used widely
throughout the sector, we recognized
that this under-investigated area needed
more attention, and sought to learn more
so that we might be able to offer more
specific support.

The students we spoke with are

already using technology that is more
sophisticated than anything they might
have used before. They were already using
it in ways that shaped their approach to
work, their relationships with their peers,
and interactions with their teachers. At the
same time, teachers are seldom familiar
with the technology that is being used.
What are the implications, then, for the
social and emotional development that
have become increasingly more important
within the school environment?

Our assertion is that the number of young
people facing mental health challenges
and with neurodiverse needs is increasing
year on year, and schools are already
struggling to meet the required demands
to offer support. How might we be better
equipped to help steer the next wave of
change?



Background

As has been evidenced through more
recent research into social media, digital
interactions impact hugely upon people’s
feelings, relationships, and overall mental
health (Braghieri et al,, 2022; Khalaf et al.,
2023). As a result, an exploration into the
emerging impact of Al on the day-to-day
student experience is vital. Relatively little
attention has been paid to understanding
its influence on the emotional and social
well-being of students, with the current
focus of research revolving largely around
technological and logistical threats,
challenges, and benefits (Ali, DiPaola, Lee,
Hong, et al., 2021; Tuomi, 2022). It is in this
light that our research focuses on the
everyday experience of students in their
interactions with Al tools.

With rapid technological developments,
it is unsurprising that the answers and
solutions offered by Al—and wider
technologies with proclaimed objectivity

and neutrality--are found to be appealing.

However, contemporary education also
values critical thinking, which rightfully
leads people to fluctuating stances of
trust and mistrust towards not only new
information and technologies, but also
the actors and governance structures
involved. This paper aims to offer
perspectives and guidance on finding a
sensible middle ground in the pendulum-
like swing between acceptance and
doubt towards Al within a wider social and
emotional context of education. The goal

is to cultivate an environment where the
potential of Al can be used responsibly

in educational contexts by thoughtfully
considering the benefits while maintaining
a critical awareness of its limitations.

It’s essential that we take into account
the social and emotional impact of this
new technology in schools, particularly
when it will play such a big role in the
lives of the next generation.

- Lord Jim Knight,
Legislator, FRSA, Chair of the Board of
Directors at COBIS, Director at Suklaa

As well as being useful to those involved

in schools, teaching, learning, and men-
toring, it is our hope that this research will
also be read by developers, so that they
may consider the implications of their
work from the perspectives of those most
likely to be most impacted by it. Of course,
we are talking here about products that
will be bought, sold, and expected to
generate substantial revenue. At the

same time, mental health and childhood
development are quite often perceived as
blockers that are easier to sideline than to
address full on. Instead of aiming for quick
wins, we are encouraging companies to
genuinely consider the profound effects
their products and tools can have on ho-
listic development, and engage in co-con-
structive practices within an ecosystem

of collaboration with schools, educators,



parents, and learners to build mutual trust
and shared sustainable growth. It is im-
portant to note that while Al encompass-
es various forms, this research focuses
primarily on generative Al. Throughout
this work, the term ‘Al typically refers to
generative Al technology, and ‘Al tools’
typically describes the specific uses or

applications of generative Al technologies.

This paper is divided into six sections.

In Section 1, we begin by looking at the
current literature on Al’s relation to the
value of learning, mental health, the future
of work in terms of collaboration and
creativity, and the role of trust. Section 2
outlines our research methodology and
the stakeholders involved.

We then present our research findings. In
Section 3, we examine how Al impacts so-

cioemotional well-being, focusing on four
key areas of concern: social relationships,
learned helplessness, unregulated advice,
and fear of the future. Section 4 explores
the role of trust in addressing these issues
and promoting a positive environment
within the context of Al in education.

Finally, in Sections 5 and 6, we offer rec-
ommendations for staff with a student
support function and for schools based on
the issues raised in this research, exploring
how positive scaffolding may take form
when it comes to adopting Al in educa-
tional settings.



Section 1
What’s at Stake

Al and the Value of Learning

With Al becoming increasingly more
mainstream, we see a proliferation of
Al-driven assistant and management
tools designed to enhance teaching
methods and improve student learning
outcomes. Nonetheless, teachers’ reliance
on Al for tasks such as quiz creation and
progress monitoring, alongside students
utilizing Al to undertake assigned tasks
and assessments, raises concerns about
the potential ‘hollowing out’ of the
authenticity of education.

In his book Good Education in an Age

of Measurement, Biesta (2010) raises
concerns about the ‘learnification’ of
education, problematizing the trend

of equating education with a narrow
conceptualization of learning as individual
mastery of specific information or skills.
While these acquisitions are undeniably
necessary for societal and professional
qualifications, they overlook the broader
and more critical dimensions of education
like socialization, collaboration, and the
cultivation of holistic individuals who act
with curiosity and agency. As suggested
by Holmes and his colleagues, the present
use of personalized Al in education

seems to be primarily focused on the
narrow aspects of learning, inadvertently
neglecting the broader educational goals
regarding the socioemotional well-being
of learners and educators (Holmes,
Porayska-Pomsta, et al., 2022).

In this research, we posit that social and
emotional well-being in the educational
context entails both mental health
support in providing authentic care, and
the broader values of learning in building
authentic social relationships, creative
and critical thinking, and trust. With Al,
how should we leverage it in ways that do
not ‘hollow out’ these values?

Al and Mental
Health Support

While there are growing Al applications
aimed at promoting socioemotional

and mental health, their implications are
often under-addressed (Fiske et al., 2019;
Timmons et al,, 2023). Many of these
applications highlight how Al can be a
therapeutic tool rather than a threat to
social and emotional development.

The example of Kai.ai, a commercially
developed Al-powered conversational
bot aimed at facilitating teenagers’
mindfulness and self-care, illustrates how
some companies are focusing on the
creation of nonjudgmental, accessible
platforms for teenagers to explore their
feelings and mental health challenges.
Integrated with top messaging apps
(e.g., iMessage, WhatsApp, Discord), Kai.
ai delivers Acceptance Commitment

n



Therapy (ACT) as a form of psychotherapy
guiding users to develop their
psychological flexibility and deal with
challenging experiences via daily check-
ins, mindfulness exercises, and reflective
journaling (Hayes, 2016; Vertsberger et al.,
2022). Upon conducting pre-post studies
and longitudinal design to assess changes
in measures of well-being among its users,
researchers affiliated with Kai.ai conclude
that “mobile-based ACT interventions are
effective means to improve individuals’
well-being” and that their findings
“demonstrate Kai.ai’s great promise in
helping individuals improve and maintain
high levels of well-being and thus improve
their daily lives” (Naor et al., 2022).

Nonetheless, despite the perceived
benefits, other research has demonstrated
mixed results regarding the use of Al
chatbots in mental health settings.

Some Al chatbots have shown potential

in short-term emotional support and
companionship by offering a semblance
of belonging and mitigating feelings of
loneliness, as well as engaging those who
may otherwise be unable or unwilling to
receive mental health care. However, the
use of Al with human-like characteristics
as an intervention or replacement for
mental health support could lead to
cycles of dependency in the long term:
Those who are already lacking genuine
social support and bonding are more
susceptible to chatbot addiction and
over-reliance, further inducing withdrawal
from community life (Pani et al., 2024). For
example, Maples et al’s (2024) research
found that students using Al chatbots

like Replika, which is designed to serve

as a virtual companion or ‘Al friend’ by

simulating human-like conversation and
developing its own personality through
interactions with users, tend to experience
higher rates of loneliness compared to
their peers.

Research on ‘social media addiction’ has
demonstrated how phone notifications
trigger users to continuously seek
dopamine surges by repeatedly checking
their devices for new messages that give
them temporary spikes in dopamine
levels (Macit et al., 2018). When it comes
to Al chatbot applications, we should
also recognize similar risks concerning
dependency, especially for those

lacking positive real-world interactions
and seeking virtual stimuli as a way of
fulfilling their reward system. At present,
limited research exists on the long-

term psychological impacts of using Al
chatbots, including social withdrawal,
alienation, and addiction. Meanwhile,
concerns have been raised about the
ethical implications and potential negative
effects on human-to-human relationships
if emotional connections with Al become
normalized (Sepahpour, 2020). The
dominant view in current literature
suggests that while chatbots can provide
a form of social engagement, they lack
the ability to deliver the same benefits

as face-to-face human interactions in
mitigating loneliness and cultivating
authentic social bonds.

In the same way that uncritical designs
of Al tools for learning may undermine
the authenticity of learning experiences,
unexamined Al tools for socioemotional
and mental health support risk
compromising the authenticity of care

12



in education. As such, regardless of the
intended purposes of Al in education, it

is crucial for decision-makers in schools
to shift away from technocentric and
techno-solutionist ways of adoption to
critically examine the implications of novel
technologies, not only for our education
system but also the educators and
learners as central stakeholders within this
system.

Future of Work: Collaboration
and Creativity with Al

When it comes to Al’s implications on

the future of work, there is a major
discourse on how it affects human
collaboration and creativity. As Al
becomes widespread, we see more
diverse forms of interactions—not only
traditional human-human interactions,
but also human-Al interactions. However,
as Wang et al. (2020) point out, interaction
is not the same as collaboration, which
involves understanding mutual goals,
co-managing tasks, and tracking progress
together.

The extent to which Al can be effectively
and critically integrated into human
workflows depends on the levels of trust
concerning human-Al collaboration
(Berretta et al., 2023). For example,
SafBmannshausen et al. (2021) find

that high levels of trust in human-Al
collaboration are significantly associated
with certain characteristics from

both the human and the Al sides: the
human’s digital affinity (the extent to

which one has interest or pleasure in
using technologies), and the perceived
Al’s ability and comprehensibility (the
competence of Al in performing tasks

and explaining its decisions). Furthermore,
while conventional perspectives tend to
deterministically view humans and Al as
dyadic components, and that Al is either a
mere tool subjected to human desires or
an omnipotent actor capable of replacing
humans, more critical perspectives
highlight how Als are evolving “beyond
their role as just tool[s]” (Arslan et al., 2021,
p. 77) and becoming players in their own
right by supporting and mediating human
decisions-making (Cabitza et al., 2021).

Therefore, when it comes to conversations
about collaboration and creativity, rather
than posing human-Al interactions as
opposite to human-human interactions,
we need to examine how they might
mutually and cooperatively augment each
other.

A recent national survey in the United
States commissioned by the Walton
Family Foundation in partnership with the
Learning Engineering Virtual Institute’s Al
Lab found that teachers believe that Al
can boost creativity, and are most likely
to use tools like ChatGPT for coming up
with creative ideas for classes (Impact
Research, 2024). This is evidenced across
the research literature. For example, using
Bruner’s test for thinking styles and levels
of creativity, Liu et al. (2024) demonstrate
that the use of Al significantly increases
the creative potential of teachers across
all physical (hands-on), visual, and
symbolic pedagogical domains. Main et
al, (2022) similarly demonstrate how Al

13



tools could serve as “engines of chance
or randomness” (p. 463) that support
and augment the personal creativity of
practitioners, researchers, and artists,
introducing elements of serendipitous
combinations and novel juxtapositions
that inspire their creative practices.

In many ways, the majority of debates
around Al and the future of work have
been around whether people will have
jobs in the future; although this is indeed
a significant reality, the scope of such
debates is often narrow and misses out
on broader dynamics and long-term
change (Khandwala, 2024). In a recent
working paper, Dell’Acqua et al. (2023)
asked consultants to perform a sample
of 18 different tasks representative of
their daily work, and found that those
who used Al significantly outperformed
those who did not on every dimension.
Elsewhere, however, Dell’Acqua (2022)
also shows that an over-reliance on
high-quality Al can backfire, where users
begin to “fall asleep at the wheel” (p. 29)
and perform even worse than those who
used low-quality Al or no Al at all. This
situation where users become so reliant
on Al tools that they stop attempting to
think or solve problems independently is
a form of ‘learned helplessness’, a state
where people give up trying because they
believe they cannot change their situation
(Le-Nguyen & Tran, 1 C.E.; Seligman, 1972).

As such, disparities in the future of work
will not necessarily be on the lines of
whether Al is used or not or whether Al will
replace humans, but rather on how Al is
proactively and thoughtfully leveraged in
human workflow (Mollick, 2023).

In the context of education and the widely
contested digital divide, this implies a
movement beyond simply democratizing
‘access’ to Al. Rather, we need to not

only thoughtfully integrate pedagogical
designs in Al systems, but also build

the human culture and resources for
constructive scaffolding of Al use. For
instance, Khanmigo, an Al-powered
teaching assistant and tutoring tool
developed by Khan Academy, engages
students in improv writing activities by
taking turns crafting a narrative one line
at a time. With Al writing a sentence,

then asking the student to write the next,
Khanmigo is developed with the intention
of benefiting children’s creativity by
“providing them with a tool to help them
generate, play, and get feedback on ideas
in a judgment-free zone” (Khan, 2024, p.
48).

The best ideas will come not from the
Al creating for us but when the Al is

creating and riffing with us.

- Salman Khan (2024)

Looking at the bigger picture, we see that
there is an increasing number of Al tools
informed by critical pedagogical stanc-
es aimed at fostering learners’ curiosity,
creativity, and critical thinking through
approaches such as inquiry-based and
experiential learning (Abdelghani et al.,
2023; Henriksen et al., 2023; Yeh, 2024).
However, minimal system-wide attention
has been devoted to whether and how
these Al tools are sustainably and effec-
tively adopted by schools (Castafieda &
Williamson, 2021; Reich, 2020).



With any educational technologies, implications of trust and acceptance of

transformations to our education systems novel technologies in broader educational
are not brought by “heroic developers or and societal contexts.

even technology firms,” but rather ena-

bled through “a long process of tinkering Nonetheless, the concept of ‘trust’ itself
and continuous improvement” (Reich, can be variously constructed. For instance,
2020, p. 232) with communities of edu- trust in Al systems can be interpreted
cators, learners, researchers, and industry and influenced by perceptions of Al’s
stakeholders co-creating context-sensi- technical capabilities (e.g., affordances,
tive solutions and strategies conducive to usefulness, extent of anthropomorphism)
their local educational and institutional and ethicality (e.g., fairness, transparency,
environments. This, in itself, requires col- explainability, accountability), confidence
laboration and creativity. in the benevolence and integrity of

institutional actors that govern or develop
Al, and a wide range of personal factors
Pe rce pt|o NS Of Tru S‘t | N AI including demographic background,
technological competence, and prior
familiarity with Al (Novozhilova et al.,

The role of trust in shaping student 2024).

perceptions and attitudes towards

emerging technologies like Al is Furthermore, trust in Al systems is
increasingly pivotal in both educational dynamic and context-specific, where tasks
and social contexts. In a survey of 399 or domains that demand more ‘human’
undergraduate and postgraduate qualities (e.g., emotional support, intuition,
students in Hong Kong, Chen et al. empathy) and involve a higher degree of
(2023) demonstrated that students collaboration tend to result in lower trust
acknowledged Al’s benefits in in Al’'s capability and benevolence. For
personalized learning support, aid in example, Al is generally viewed favorably
writing and ideation, and assistance for more independent tasks like essay

in research and analytical tasks. writing and answering queries. In contrast,
Nonetheless, they also raised concerns Al faces persistent skepticism when it
regarding the accuracy and reliability comes to roles traditionally handled by

of Al, ethical and privacy issues, and the teachers, like providing personalized
impacts on personal growth and career learning support to individual students,
prospects, along with broader socio- despite the potential touted by many
cultural consequences regarding potential developers and businesses (Novozhilova
misuse and reduced human interactions. et al., 2024)This implies that despite
Furthermore, student perceptions of technological advancements, the

and attitudes towards Al significantly unique qualities of human interaction
correlate with their knowledge of the and authentic relationships remain
technology and frequency of use (Chen indispensable in many aspects of our lives.

et al,, 2023). This highlights the significant

15



Section 2

Methodology

Our approach was designed to capture
a comprehensive understanding of
experiences from both students and
teachers. In addition to a review of the
literature, we also conducted one-on-
one interviews and facilitated group

discussions on a range of subjects relating

to Al in school. The interviews and group
discussions took place from November
2023 to February 2024. The students
who took part in this research signaled
different types of use as their familiarity
with Al tools has changed shape; this
included using Al tools as personal tutors,
involving Al tools as a ‘group member’ in
educational group work, asking Al tools
to generate formative feedback on their
work, as well as using Al to test ideas
about how to approach social situations.
In each case, it seemed there was a
different emotional connection with the
technology, and that has implications for
personal development.

Although the research shines light on
some interesting aspects of Al use, it is

worth noting that there are several notable

limitations and areas for potential future
development. Firstly, the recruitment
strategy suggests the findings may not
be fully representative across different
educational contexts. Participants were
recruited exclusively from affiliated
partner schools and institutions where
pre-existing relationships are in place,
possibly introducing bias and limiting the
diversity of the participant pool. Secondly,
the digital divide is a huge concern, and

while this study focuses on those young
people who have had access and support
accessing Al, a large proportion of pupils
across the world have limited access

to the internet at best. Therefore, while
interviews provide valuable insights into
students’ interactions with Al technologies
and their impact on academic
performance and behavior, the study’s
reliance on these observations does not
capture the full spectrum of student
experiences and outcomes.

As revealed by the review of existing
literature, there is a gap in the exploration
of the social and emotional dimensions
of Al in education, with current literature
predominantly focusing on the broader
implications of technology or the
technical capabilities and limitations

of Al systems. This lack of depth in
understanding the nuanced effects of
Al on students’ social and emotional
well-being indicates a need for further
research. The limitations of this research
include the number of individuals that
contributed to it and the backgrounds
that they come from. For the most part,
the students and educators we spoke
with have been involved in Al related
conversations, debates and research in
the past, though our recommendations
and findings are likely to impact those
who do not fall within this category. Our
hope with this work, however, is that this
paves the way for broader and deeper
investigation in this area.



One-on-0One Interviews

We conducted a series of in-depth
interviews (see Appendices) with a diverse
group of students from around the world,
aiming to gather personal insights into
their interactions with different Als. These
interviews were semi-structured, allowing
for the exploration of specific topics while
providing the flexibility for participants to
share their experiences and perceptions
openly. We have only used student’s first
names to ensure confidentiality. Our
student participants were aged 16-22,
allowing us to capture those in the final
years of high school and the first years of
university and also those who are able to
make a clear distinction between self-
study methods prior to the introduction
of Al on a mass scale and the state of play
just now. Those older students focusing
here are reflecting on their time at school,
as opposed to divulging ways that Al is
impacting them at university. Though we
appreciate that young learners are likely
to access Al tools at a younger age as well,
these students have been using or have
been exposed to Al in a school setting
since its emergence in the mainstream.

Focus Groups

Focus group discussions were held with
both student and adult educator groups
to facilitate a collective exploration

of experiences and viewpoints. The
discussions were designed to encourage
open dialogue, with prompts based on
themes identified in the literature review
and initial interview findings. This method
provided valuable insights into the
community’s collective perceptions and
the social dynamics influencing individual
experiences with Als.

Data Synthesis

The data collected from interviews,
literature review, and group discussions
were synthesized to develop a basic

level of understanding of the social and
emotional impacts of Al on students. We
made every effort to employ thematic
analysis to identify common patterns and
divergent viewpoints across the data sets
and map that with other literature we
were seeing on this subject. This process
involved highlighting patterns, identifying
themes, and drawing connections
between the experiences of students
and teachers and the broader academic
discourse.

The synthesis of these sources provided a
solid foundation for our paper, enabling us
to offer a series of recommendations for
supporting students’ social and emotional
development as they navigate this
seemingly bewildering frontier.



Section 3

Implications of Al on Social and
Emotional Development

Following our interviews and our group
discussions, there were a number of
subjects that continued to emerge that
were worth exploring in more detail. At
this point, these areas are only hints

at emerging developments as far as Al
technologies are concerned, though in
each case it was clear that where there is
a lack of structure and guidance around
how these tools might be used, the more
likely it is that detriment is being caused
and this is what we need to do something
about with our recommendations. If
schools don’t take some responsibility

for ways that young people are using this
technology, we only have hints about what
the impact is going to be, but from our
understanding of the information we have
gathered so far, there are many challenges
that need to be considered.

These headlines have been identified

as key points that continued to emerge
through our interviews and group
discussions. The context and broader
conversation around these subject areas
merely hint at what is coming as the
technology continues to evolve. What
was evident throughout, however, is that
where there is a lack of structure and
guidance around how Al tools might be
used, the more there is a risk for detriment
from a social and emotional development
perspective. If schools don’t take some
responsibility for ways that young people
are using this technology, the negative
impact of these tools is only set to
increase.
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Social Relationships:
Is Al diminishing the value of
group work and collaboration?

Concerns About Diminishing for guidance more than they do with their
Collaboration peers. Instead of having conversations

. . or working together on tasks to develop
Learning how to collaborate effectively . ; .
. . those vital skill sets, they are resorting to
and work alongside other people is an .
. . . text-generating Al tools that are able to
essential part of what going to school is -
) . . seemingly complete the tasks at hand for
about. Being able to navigate complexity . .
T . them. For instance, Cemre describes how,
and ambiguity in collaboration and . .
. . when preparing for a group presentation,
having a strong understanding of how o .
. . her classmates “"don’t really engage with
to manage tasks and workload is crucial . . )
. the conversation but just themselves sit-
when preparing young learners for the . . . .
) , ting and inputting prompts to Al” She fur-
world of work. This doesn’t happen .
. . ther elaborates on how the over-reliance
naturally, particularly when taking the . o
) . on Al during teamwork could diminish
impact of technology into account, . . o )
) . human interaction and thereby “kills this
which means that these skills need to be . L .
. diverse thinking process in schools be-
carefully honed and embedded into a .
. . cause students are more likely to depend
curriculum in order for them to have an ) o,
] on Al rather than discussions.
impact. The young people that we spoke

with understand that these are skills that .
) ) In other words, while students understand
they will need in the future of work as ) .
. . L the value of in-person collaboration for
well as in their social lives, and they are . . .
. developing crucial soft skills, the conven-
keen to ensure that they practice them. . .
) ience and efficiency offered by Al tools
For example, Conrado emphasizes the . O
. . . may be inadvertently undermining these
importance of in-person collaboration as . . . .
L learning opportunities. This growing ten-
a means of socialization: ] . ]
sion between the recognized importance

L . of collaborative skills and the increasing

| would say that it is really important . . L
. reliance on Al tools is a significant chal-
to be able to be on site... to be able to
. . lenge posed by educators.

discuss, work together really. Because if
not, there are some aspects of socializ-
ing.. that | considerthem as akeyto a

proper education.

In spite of acknowledging this, they also
see Al tools as having the potential to de-
crease the depth of interactions between
students when they prompt for advice and



Creativity and Collaboration

However, it is not at all accurate to say
that Al tools are responsible for dimin-
ishing the value or the impact of collabo-
rative work. In many cases, teachers and
students suggest that they proactively
incorporate it into creative group tasks.
For example, Eric Walters, a teacher at
Marymount School of New York, notes
that his school is offering a new in-house
course called ‘Creativity and Al’, focusing
on “the ethics of Al and then the creative
aspects of it.” Walters further describes
that for the final class project, the stu-
dents have to “put together a workshop
for faculty CRE [Culturally Responsive
Education] like creative applications for
Al” The school is also “thinking about ways
to produce movies and podcasts using
[Al]” and exploring “how these tools can
support student learning and how they
can support faculty learning.” This points
to the importance of intentional scaffold-
ing when incorporating Al in class, where
teachers not only make recommendations
for task completion with Al tools in mind,
but also actively learn from their students
who tend to “be the ones to discover the
best tools for themselves and then they’ll
share it with [the teachers]”

Similarly, the students we talked to also
note how the rise of generative Al has
challenged and inspired their teach-

ers to rethink assessment. For instance,
Kerem describes how his teachers have
“decided to convert [traditional in-class
assessments] to some creative projects,
like designing a museum about a book or
going to a real museum and investigating
an artifact”

In this sense, when the technology
becomes part of the task and teachers are
able to specify the level of input that the
Al tools might have or the ways in which
the group interact with them, this is where
we can start to see some benefits that will
have a positive impact on the skills that
such work encourages the development
of.

When it comes to artistic uses of Al,
Cemre expresses her excitement for its
potential in creative storytelling:

Since the beginning of history, people
have wanted to tell their stories and
share their stories.. And Al just gives us
another opportunity to think creatively
about storytelling... | mean, traditional
things—those key things for human
beings—like art, music, storytelling and
sciences. Can we think in a different
way with Al2 That makes me excited
because it just pushes you to get out
of your comfort zone and think more
creatively for the future.

Furthermore, our conversations demon-
strate that students and teachers perceive
collaboration as closely associated with
creativity. As Conrado states,

For example, talking about past lead-
ership, teamwork, even emotional
intelligence, creativity.. If not grouped
together in order to solve the task, then
[the qualities] wouldn’t be nurtured in
any way..
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When asked about how Al impacts group
work, Conrado elaborates that when col-
laborative tasks are divided in a way where
group members individually engage and
explore with Al, the “creative and intercon-
nections between [the humans] are lost.”

As we have outlined in our previous
research (Goodnotes, 2023), an impor-
tant recommendation for schools when it
comes to Al adoption is to in fact prioritize
the non-Al and distinctly human elements
of tasks that cultivate creative, collabora-
tive, and critical thinking—domains where
Al cannot fully replicate human abilities.
This is not to advocate for a false dichoto-
my between human-human and human-Al
collaboration, but rather posit that Al-as-
sisted work should consistently augment
and facilitate, rather than replace, direct
human interaction and cooperation.

Learned Helplessness: Does
regular Al use encourage
transactional relationships?

When using search engines, students are
used to asking for something and receiv-
ing a response back. In the 1990s, there
was a popular search engine called Ask
Jeeves, where a butler would bring the
user a response in the theme of a hum-
ble servant. The user could be as limited
and impolite with their phrasing as they
wished, and the butler would bring what-
ever was being asked for. Similar transac-
tions existed with the Microsoft paperclip,
an animated graphic that would try and
help the user in Microsoft Word, but with

often quite limited results. The same prin-
ciples apply to most mainstream Al tools;
the user asks for something and receives
it as a response. The major difference is
that Al tools will interact in a way that goes
well beyond the capabilities of more tradi-
tional technology. It will give the user what
they are asking for, and it will respond in

a way that’s tailored specifically around
the framework of a prompt; teachers and
students alike are building relationships
with this technology in a way that we have
not seen before.

The depth of these relationships may be
limited at the moment, but the notion of
having access to tools that will respond
in such a way that a young learner might
begin to believe that maybe it isn’t just a
piece of technology, that maybe there is
something there that is worth investing
in, has profound implications for social
and emotional development. For exam-
ple, Walters notes that his students are
already experiencing a range of social
and emotional issues, and he worries that
such issues would be exacerbated when
students see Al as “the easy way out as
opposed to talking to an adult or to their
friends.” While older students are “cog-
nizant of the fact that they’re not gonna
get good relationship advice,” younger
students lack the capability to discern
and evaluate the impacts of Al on their
socioemotional well-being.

In addition, there is a level of expectation;
the user wants something, and provided
they offer the right level of detail in their
prompt, they are given it immediately, in
a way that is customizable, adaptable,
and entirely based on a unique set of
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circumstances. This is purely transac-
tional engagement: The lack of friction
and emotional investment in thinking
and decision-making inevitably leads to
dependency.

Cemre, for instance, notes that she often
challenges herself “to think better than Al”
by improving her creative work by com-
paring it to the versions that she asked

Al to generate. However, she also admits
that Al can “kill our creativity” when it is
perceived as a shortcut when “we just give
a prompt and just ask for things without
thinking about it because the deadline is
approaching or we are lazy.” This, again,
points to the dual nature of Al: while it can
enable freedom and creative thinking, it
can also reduce these same qualities if
improperly implemented.

From a more content-focused perspec-
tive, so much learning happens when
students are not concentrating on the
facts that they need to pass their next
exam, but on the broader subject knowl-
edge and tangents that they might take
when they are investigating a certain

area. Tick-box learning has never served a
purpose other than to demonstrate recall
of a specific fact or piece of information.
Given the specialized nature of exams and
the constant pressure to meet standards
and deadlines, it is likely that students are
resorting to uncritical uses of Al solely to
cope with assignments and assessments
without being given the exploratory space
to leverage the technology creatively.

As Radwa observes, when her students

were asked whether they used ChatGPT,
they admitted and explained that "they
were very stressed about [the assign-
ments] and they felt like they might not
be able to meet the deadline.. and that’s
why they have just decided to recourse
to [ChatGPT]” This is validated by Cemre,
who describes her tendency to rely on Al
under stressful circumstances:

| feel like [getting help from Al] is not
good because | don’t really focus my
attention on that assignment to learn
the stuff that my teacher is actually
asking for me to do. | feel like my think-
ing kind of gets dependent when | feel
overwhelmed... Our English teachers
always say ‘Depend on your thinking. It's
always the right thing. But sometimes
when the deadline is very close, | feel
overwhelmed.

From these accounts, it can be inferred
that the use of Al in academic settings
does not inherently stifle creativity; rather,
the issue lies in its unfiltered introduc-
tion without concurrent structural shifts
in broader educational frameworks. As
Radwa and Cemre have illustrated, the
pressure to meet stringent deadlines

and standards interlinks both learned
helplessness and transactional relation-
ships with Al, where it is used as a coping
mechanism rather than a means to foster
meaningful and creative engagement with
their subjects.
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Unregulated Advice: Is Al able
to give sound advice to young
people about their social lives?

Plenty of ‘advice’, but a lack of ad-
vice based on human experiences

When considering the ways that students
are engaging with Al tools in a non-ac-
ademic context, one of the emerging
patterns in this work was formed around
ways that young learners are asking for
advice and support concerning friendship
groups and peers. This is of course an area
that Al tools are able to help with; Perplex-
ity, for instance, can write articles about
how to navigate difficult social situations,
while more commonplace Al tools have
the ability to provide solutions and reflect
on difficult ‘should | or shouldn’t | ques-
tions’. There are three main concerns with
this that ultimately stem from a lack of
scaffolding around adopted use.

1. Lack of context. Not just from the level of
detail in the prompt but also from know-
ing about and understanding the young
person who might be asking for advice.

As Walters explains:

| worry that having a conversation with
ChatGPT or Snapchat Al—it’s not gonna
give them good advice, but also it’s

not gonna give them advice based on
experience. It’s gonna give them advice
based on whatever the language model
was telling them is really good advice.

In other words, all the Al tool is able to
process is how the young person has

interacted with the tool in the past, in ad-
dition to any information that they might
have already shared. This ‘context’ is likely
to be considerably skewed and not at all
suitable for basing decisions or choices
regarding friendship groups or social
predicaments. It is implausible for Al tools
to fundamentally account for the material
realities of the students, leaving them at
risk of basing decisions around decontex-
tualized and impersonalized information.

2. Data privacy. While the lack of context
could be mitigated by more technical
background work on how Al tools might
respond to such questions, doing so inad-
vertently raises a dilemma: The need for
gathering more contextualized student
data to fine-tune these systems inadvert-
ently further intrudes students’ privacy. In
other words, when young people provide
considerable information, context, and
perhaps even imagery so that the Al tool
can provide them with accurate and
supportive recommendations, they lose
control of that data. A worst-case scenario
might be that the Al tool is then trained on
that data, and there is no way to know how
it might be used in the future.

3. Even if the right safequards are in place
and the Al tool in question is considered
‘trustworthy’, the young learner misses

the opportunity to speak with a trusted
adult or a peer about the problem they are
facing. For example, Ajla Duckollari notes
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that while Al chatbots could be helpful

in answering “straightforward questions
that do not really need time or when the
amount of emotional impact on [stu-
dents] is minimal,” they are not suitable for
complex cases involving trauma or mental
health issues. Likewise, Crispin Dawson ex-
presses his concern about oversimplified
interactions with Al:

You know, kids and even adults that
we've spoken to... You say, ‘how are

you today?’ and they tell you they're
absolutely fine, but you can tell on the
face they're not. It’s all of those bits that
| think are an important part of being
human and | would be very reluctant

to have anything that was too simplis-
tic. | worry that that would cause more
problems.

Face-to-face interaction is a crucial part
of personal growth, and one that is inte-
gral to social and emotional development.
Every time an opportunity is missed for

a young person to engage with another
human being and address a subject that
might be daunting or challenging for
them, they are losing out on a chance to
build their emotional resilience, to feel
more comfortable with risk and to develop
a broader set of communication skills.

Our suggestion, therefore, is to ensure
that whenever Al tools are considered as
a way of practicing for or acting out social
dilemmas, they are done in consultation
with peers or trusted adults at school.
In-person interaction and dialogue should
be promoted ahead of consultation with
technology in every instance, and that is a
priority that should be set even in schools
where the use of Al tools is commonplace
and standard practice.

Al as a prism for re-examining
the root problems

While Al can offer advice in the form of

a 'tool) it can also offer various insights
when served as a ‘prism’ through which we
engage in new perspectives to examine
and reflect on some of the root problems
structurally embedded in our education
systems.

For example, the growing use of Al is
prompting communities of education-

al stakeholders to rethink and redesign
curricula and assessment. As Conrado
states, “The assessment that schools are
delivering perhaps might not be the best
in terms of incorporating generative Al to
our daily basis.. We would have to think
about schools not doing their job prop-
erly” This points to the need for sys-
tem-wide changes that enable educators
and learners to collaboratively reflect on
and experiment with pedagogical and
curricular innovations, incorporating

Al not only as a tool but also as a prism
through which alternative learning experi-
ences can be reimagined and enacted.

The same can be said for what young
people learn about PSHE (Personal, Social,
Health and Economic Education) con-
tent while they are at school. Rather than
isolatedly or deterministically focusing on
Al’s threats to students’ socioemotional
well-being, a systemic approach must

be adopted to leverage the burgeoning
use of the technology as a lens to illu-
minate the structural problems at stake
with PSHE education. As Conrado further
elaborates
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If schools or universities have these
psychological and emotional support
and students prefer to use Al instead
of these kinds of support to solve their
emotional issues, then | would say that
| will question whether the university or
school support is actually failing or not
now, because perhaps it's how they are
approaching the students that it is not
effective.

Similarly, Walters states that despite the
growing research on the opportunities
and threats of Al on health and wellness,
it should not obfuscate or deprioritize the
existing range of social and emotional
issues students are facing:

Just looking at our student population, |
would say they have a number of other
health and wellness issues that need to
be, that they need to focus on. | don’t
think generative Al would even crack
the top ten.

Some of the most useful and productive
discussions in this space emerge when
students feel comfortable sharing experi-
ences and insights from their lives, which
gives more context and meaning to the
advice and support that they are look-
ing to seek. Although it is easier to seek
information or ask for words of wisdom
through an Al tool that will not cast judg-
ment, doubt, or provide a condescend-
ing response, the non-specific subject
content of the topic is likely to be missed.
The benefits of integrative or tangential
learning are significant, and Al tools pose
a threat to experiencing them.

Fear of Future: Is
there despondency
caused by fear of
the future?

With conversations around the ways that
Al tools are likely to change the future of
work and productivity in the coming years,
it's no wonder that young learners are also
feeling uneasy about the impact that this
will have on them once they graduate. If
they can see that Al tools are already able
to produce the written content, art, music,
and video that they are working hard to
know about and understand, how is that
going to make them feel about how they
are spending their time and what they are
working towards?

Many students have expressed con-
cerns and feelings of demotivation due
to the capabilities of Al, driven largely by
a sense of fear and uncertainty around
the relevance of their current learning

in relation to their future careers. For
example, Khadijah noted how her friend
once complained about how she “doesn’t
really feel like learning because what's the
point [given that] Al is gonna take our jobs
in the future” Similarly, Conrado reflected
on how his peers are discouraged from
completing assignments independently,
deeming tasks that could be completed
by Al as irrelevant and worthless, “Some
students seem to think that perhaps the
projects or homework that the teacher
gives us is not worth putting [our] time in
doing them as they could be easily made
by GPT Al tools”

25



However, the fear of being replaced by Al
does not always lead to a lack of moti-
vation. In many cases, it has prompted
students to rethink and re-strategize
their educational pathways. Khadijah, for
instance, explains how the proliferation of
Al prompted her to broaden her degree
specialization:

Artificial intelligence kind of scared me
like | did start believing that, you know,
what if in the future there’s less scope
for journalism because of Al2 So it
scared me to a point that | changed my
major from just journalism to media as a
whole, so | would have more options.

Furthermore, she elaborates on her
opinion and observation on the shift in
learning away from the sole acquisition of
subject- or career-specific skills:

In a more general point of view, there
would be students right now who are
probably not going towards a specific
career or specific skill that they want to
learn because they feel like there’s no
need for it anymore, or there would be
no need for it in the future. So, like, why
waste our time right now learning this
when in the future there’ll be Al to take
care of ite

Khadijah’'s comments resonate with
broader speculations about pivoting the
purpose of learning from procedural how-
tos towards deeper questions of ‘what
does one care about?’ and ‘why do you
care?’ (Fridman & Wolfram, 2023).

Exploring nuanced and alternative per-
spectives on the relationship between Al
and future careers is a first step. Conrado

explained that Al does not simply replace
jobs in totalizing ways but rather “changes
every aspect of our jobs.” For example,
there is increasing evidence that Al can
improve programming “in some particu-
larly interesting ways.” It is also important
to examine the role of Al when "thinking
about politics” and “solving different glob-
al issues like climate change””

A core tension has emerged: Many
teachers want to keep Al out of our
classrooms, but also know that future
workplaces may demand Al literacy.
What we call cheating, business could
see as efficiency and progress. The
complexities, opportunities and deci-
sions that lie between banning Al and
teaching Al are significant.

- Watson & Bowen (2024)

As such, conversations must be encour-
aged on broader institutional and eco-
systemic levels. For example, Ben Hunter
noted how he recently went to a university
career fair hosted by multiple universities
but “not a single [presentation] touched
on Al” This lack of awareness and for-
ward-thinking is further materialized in the
attitudes of current seniors approaching
university, who are “not really taking Al in
consideration when planning their careers,
and then they’re going forward as if it was
just normal business as usual.”

Relating back to social and emotional
development, it is essential that we also
take into account the sense of purpose
and motivation that young people derive
from their experiences with teachers

and peers as learners. If there is no sense
of aspiration or an unrelinquished fear
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about what is coming next, then this is
sure to have an impact on the social and
emotional development of young learn-
ers across the school community. When
considering ways that young people might
be better supported and encouraged as
the capabilities of the technology are
enhanced, providing ground reassurance
and confidence has to be high on the list
of priorities.
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Section 4
The Role of Trust

When taking the previous chapters into
consideration, it is clear that trust plays
an underpinning role in directing Al’s
implications for students’ socioemotional
well-being. However, as we will further
elaborate, the role of trust is fluid,
context-dependent, and can be variously
interpreted.

Blind Trust and
Demystified Trust

Here, we distinguish between ‘blind trust’
and ‘demystified trust’ towards Al—the
former denoting uncritical adoption

and dependence on Al, the latter denot-
ing scaffolded adoption with a critical
understanding of Al. Specifically, in terms
of demystification, we want to clear up

a common misconception: Many peo-
ple think that data and algorithms are
‘neutral’ technologies that make ‘objective’
and ‘rational’ decisions to reduce human
biases. However, this is not true (Bassett,
2023). It is crucial to cultivate a critical
understanding that the data sources and
algorithms underpinning Al-generated
content in fact come from, and thereby
mirror, the inequalities present in our
educational and social environments
(Williamson, 2023). In this sense, a certain
degree of ‘distrust’ and skepticism is, in
fact, a crucial step away from ‘blind trust’
towards ‘demystified trust’.

Different Aspects
of Trust

Can Al be trusted with the
information it provides?

A prominent concern voiced by both
students and teachers is their distrust

of Al's capability to produce accurate

and unbiased information. When given a
prompt, the large language model (LLM)
underpinning the Al does not find answers
from a single fact-checked source, but
rather taps into its large dataset curated
from numerous sources, then synthesizes
the information with the most probabilis-
tic relevance. In other words, LLM-driven
Al does not produce what is definitely
correct, but rather what is most probably
correct (Gulson et al,, 2022). As a result, Al
often ‘hallucinates’—generating textual in-
formation without knowing or fact-check-
ing its accuracy. Furthermore, the ways

in which Al hallucinates are highly un-
predictable (Kalai & Vempala, 2024). For
example, Felicita describes how when she
and her classmates asked Al to generate
computer codes, the code was wrong, but
“not wrong in the way that [they] thought
it might be.”

As such, extra steps of validation are
always needed to compensate for any
inaccurately produced information. As
Victoria describes, Al-generated content
often sounds “robotic” and “doesn’t always
make sense,” thereby it requires “"deeper
investigation into its authenticity.” Simi-
larly, Cemre notes that when “the things
that Al gave [her] are wrong or not valid,”
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she checks whether they are "something
searchable on the internet” This is sub-
stantiated by Walters, who observes that
his students “implicitly trust what they get
from Google as being true and factual, but
ChatGPT they tend not to.”

Distrust in Al stems not only from its pro-
duction of inaccurate information but also
from biased information. Given that Al is
trained on large amounts of data and big
data itself reflects the material inequalities
in our lives (Williamson, 2023), Al inevitably
generates and reinforces biases. As Ce-
mre describes, when using Al to practice
speaking during French class, “Without
even saying whether the voice should be
women or men, Al was giving men voices,

men scenarios.”

Furthermore, Al’s evaluations are often
based on a homogenized standard due to
it being trained on data from the majority
population, disregarding the cultural dif-
ferences of marginalized groups or simply
the contextual factors within a classroom
environment (Treviranus, 2023). As Kerem
explains his case,

| asked for feedback from ChatGPT and
it gave me an approximate score which
was like twenty points lower than the
grade | got from my teacher.. So | don’t
know, | am not trusting it as much as |
used to.

The biased and inaccurate Al evaluation
of Kerem'’s essay is, as Broussard (2023)
would argue, ‘more than a glitch’ With-

in education, the systemic injustices
produced by personalized Al and intel-
ligent tutoring systems (ITS) have been
increasingly documented. For example,
Dixon-Roman et al., (2020) analyze how
Essay Helper, an essay scoring algorithm,
is predominantly trained upon sample
essays written by native English speakers
and scored according to standardized
state rubrics. As a result, the algorithm
assumes that all students have simi-

lar background knowledge and writing
approaches, systematically discriminating
against the non-native English speakers
or simply those writers whose rhetorical
styles fall outside the 'norm’.

Al, like any other technology, is not neutral
and bias-free. The data and algorithms
that constitute Al systems are largely
derived from, and thereby perpetuate,
our everyday contexts and environments
pervaded by biases. It is with this under-
standing we contend that biases are not
necessarily undesirable; rather, they are
intrinsic to social relationships and core
to diverse thinking. Instead of bluntly ad-
vocating for eliminating bias as a solution
to all problems, it is more important to
engage in conversations and with diverse
viewpoints and positionalities. This allows
young learners to reach an open under-
standing as to why people have different
relationships with Al, and therefore differ-
ent degrees of trust and distrust in Al
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Is Al considered to be more
trustworthy than teachers?

A more nuanced dynamic we found,
however, is the delicate balance between
students trusting Al and trusting their
teachers. Although Al does not always
provide completely accurate or unbiased
information, students generally find Al
useful because of its expertise across a
broad array of subjects and topics. For
example, Victoria states, “l was really sur-
prised how well | understood things and
how it could give me some answers that
my teacher couldn’t,” yet also acknowl-
edges, “Maybe I'm trusting too much in
ChatGPT.” Sawaira adds that Al enhances

her knowledge expertise, “My textbook has

such outdated information... I'm consid-
ered a biology expert because | get all
my information from GPT now.” Felicitas
also commends Al for being capable of
“introducl[ing] complex, yet accurate,
problem-solving approaches”

Beyond Al’s vast knowledge base drawn
from diverse sources and subject areas,
students perceive it as useful in offering
both immediate feedback for academic
learning and mental health guidance. “It
was really great to have [Al] at my time in
that time of need,” states Victoria as she
highlights Al’s role as a readily available
tutor forimmediate clarifications. Conra-
do similarly expresses that he feels “more
comfortable asking Al to give [him] feed-
back on [his] essay or on [his] research.”

Additionally, the ease of striking up an im-
mediate conversation with Al also means
reliance on Al in terms of mental health
issues. Selin notes how her friend “was

suffering from really bad mental health
issues” and “talked to an Al system that
helped them to be more at ease..” Cemre
similarly describes her experience:

Even though | don’t use Al's advice, | just
feel kind of comfortable with the situ-
ation [of using Al] when there is some-
thing bad going on there’s something
inappropriate going on... | ask Al, what
should | do? | feel really sad. | feel really
sorry. And it just says, ‘It's OK, maybe
you can talk to someone, maybe you
can do this” And it kind of makes me
feel better about the situation.

However, these instances do not indicate
that Al is replacing the role of teachers.
Students continue to express the need
for human interactions, and contend that
they typically use Al only when in-per-
son support is not available. For example,
Khadijah states that Al has given her the
ease to go through projects and assign-
ments on her own if she ever needs help,
but it is “honestly not that helpful in the
sense that there is still the need for feed-
back from an actual being.”

Similarly, Conrado emphasizes that
despite Al being useful, it can only at
maximum be considered as “an academic
professional rather than an advisor.” Spe-
cifically, Al “brings problems with regard
to socializing” and does not provide the
same benefits as “being able to com-
municate with the teachers who are in
charge of supporting students throughout
their learning paths in the emotional way.”
This is because the teachers “have more
information and more context that [Al]
wouldn’t have even if a student is writing
an essay about it”
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We can see here that students are not
necessarily turning to Al because it is
more trustworthy than teachers. Rather,
they view it as a useful alternative when
in-person support and feedback from ed-
ucators fall short. This suggests that while
Al can provide personalized guidance, it
cannot fully replicate the nuanced social
and emotional support inherent in human
interactions. In education, true personali-
zation remains rooted in the irreplaceable
authenticity of teacher-student relation-
ships.

How does Al affect trust in
academic integrity?

Another recurring theme is feelings of dis-
trust and unfairness regarding students’
use of Al to cheat on assignments. For
example, Cemre expresses her discontent
with her peers using Al, “Sometimes it
feels like other people are cheating and
not everybody is getting the grade that
they earned.” On the other hand, Khadijah
talks about how unfairness and distrust
can also manifest in the absence of using
Al:

So our teachers would get more suspi-
cious about our work like ‘Oh, did you
just use ChatGPT for it2’ And then like, |
feel like that can impact a student very
negatively if you’re gonna, you know,
not give them credit...

Ashish, however, demonstrates that as a
teacher, he is not concerned about his
students’ academic misconduct per se,
pointing out that cheating can happen
with or without Al either way. Instead, he
gestures towards building a supportive
and trustworthy space that cultivates
integrity and personal growth over merely
policing dishonest behavior:

It's not ChatGPT, like I've seen people
cheat when there was no technology.
So it depends on them and that’s where
an educator can really mold them if
you make an environment which is safe
for them. They won’t even think about
those [acts of cheating]... Maybe the
goal is to help them be better people..
I’'m strictly against the idea of cheating.
I've never endorsed it. But | also know
that if people want to do it, they will,
they’ll find ways of doing it.

This perspective is substantiated by Hor-
ace Luk, “Trust means... How do we under-
stand our students? | think if we under-
stand our students, well, we have to trust
them because we know them before.” In
creating an environment where students
feel valued and understood, students are
less likely to resort to cheating and more
inclined to embrace the learning process
genuinely.
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Building an Ecosystem of Trust

How, then, do we shift from blind trust to
demystified trust in Al2 We argue that this
requires broader trust-building efforts on
institutional levels through positive scaf-
folding and support. In the following, we
outline three factors contributing to build-
ing an ecosystem of trust when it comes
to Al in education.

Positive Perceptions and Scaffolding
Firstly, when considering fostering a
supportive ecosystem for Al adoption in
schools, we note that students’ attitudes
towards Al can be heavily influenced by
their teachers. For instance, Luis Cravioto
comments that in cases where students
do not proactively use Al, it could be
attributed to the lack of introduction from
teachers:

There’s no scaffolding... ‘My teachers are
not using it. My teachers are not men-
tioning it, so [the students] will go like,
“You know what, I'm not trusting it just
in case if they don’t, they don’t think it’s
useful. | don’t think it’s useful then’

Similarly, Hunter highlights that students
tend to look for signals and confirmation
from their teachers when it comes to
using or trusting Al:

It is difficult for students to trust Al
when they are often dissuaded from
using it by teachers and adults, adults
don’t trust it enough. And thankfully,

it seems students are taking this as a
consideration to whether or not to trust
it... So students are looking for guid-
ance or signaling from teachers before
they’re able to even consider develop-
ing trust in this technology.

While it is true that students nowadays are
increasingly exposed to multiple streams
of influences from their social environ-
ments and the media, teachers remain as
an important source of authority and role
model. Felicia, for instance, elaborated on
how her perspective on Al changed when
her computer science teacher proactively
introduced Al to the class:

| tried to not to use [Al] because it hap-
pened to me before that in many cases,
it gave me answers that were not the
ones that | needed. But at this subject, it
was a teacher who invited us to use it..
He just showed us that it is interesting
to use [Al], but to always trust in the
process of learning of ourselves and

to see that what we think is not always
wrong... This changed my perspective
on ChatGPT because | said ‘OK, it is
useful and it depends on the way that
you introduce your problem’.
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As demonstrated, what we mean by
scaffolding ‘positive perceptions’ here is
not asking teachers to extol the trans-
formative capabilities of Al, but rather
to adopt an affirmative approach that
centers on students’ learning process-
es. In this way, students can develop
confidence in their ability to effectively
engage with Al, rather than blindly
trusting the Al systems themselves.
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Al Literacy as Proactive Experi-
mentation

We do recognize, however, that often-
times teachers themselves may not have
the resources or support in developing the
skills and confidence to effectively use Al
in the first place. As Luk notes, “Some of
the teachers may not be well-equipped
[to use] the technology... They also have
the uncertainty about building on trust
and also the Al”

Like any form of IT skills training, it is
important to recognize that teachers’
applied knowledge of Al should not be
assumed but rather taught and modeled.
However, unlike traditional computer lit-
eracy training where one passively learns
how to install and run Excel, type and edit
texts, or browse the internet by mostly
following step-by-step instructions (Kegel
et al,, 2019), Al literacy training is a highly
proactive process of ongoing usage and
reflective experimentation. It is through
this activeness that one becomes a crit-
ical user who not only knows how to use
Al, but is also aware of its potential and
limitations (Ng et al., 2021).

On some tasks Al is immensely power-
ful, and on others it fails completely or
subtly. And, unless you use Al a lot, you
won’t know which is which.

— Ethan Mollick (2023)

We note that the degree of demystified
trust in Al is highly correlated with one’s Al
literacy. As Walters summarizes, one way
to demystify Al is to “treat it as a learning
opportunity and support for student learn-
ing without the sort of visceral response”
Indeed, the constructive process of
learning and navigating through hands-on
experimentation with Al reduces alarmist
attitudes, as Victoria notes:

| feel like at the beginning of the whole
development of Al, | didn’t really know
much. So | didn’t really trust it at all. |
felt like it was gonna give me the wrong
answers. | wasn’t gonna be able to nav-
igate it because | didn’t have the skills
or the tools to do it. No one ever taught
me how to navigate Al and so | didn’t
really trust it at the beginning. It wasn’t
until | started learning more about it like
getting in touch with it actually using it.

There is a growing body of literature

and initiatives underscoring the need

to cultivate learners’ and educators’ Al
literacy and more general digital compe-
tency (Chandra et al., 2023; Falloon, 2020;
Faruge et al., 2021). We will further explore
how a holistic Al literacy curriculum should
look like in our recommendations section.
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Building a Scale of Care

What if school was the scale at which
we could care for each other and move
together. In my view, at this moment in
history, that is really what we need to
learn most urgently.

— Alexis Pauline Gumbs (2021)

As we have highlighted throughout the
paper, authentic in-person interaction re-
mains at the core of schooling, regardless
of the level of Al adoption. For example,
Cemre emphasizes the importance of the
‘classroom climate”

| think this classroom climate is impor-
tant for keeping those relationships
between teachers and students gen-
uine, because if a student doesn’t feel
comfortable talking with a teacher or
maybe a counselor, then they won’t talk
to them. Instead, they find another way
to solve their problem to get feedback.

While students may have various alterna-
tive support systems beyond the school,
we have already seen that more recently,
many are becoming increasingly reliant on
Al for social and emotional guidance, par-
ticularly when they feel a lack of genuine
care and trust in their immediate social
environment.

More broadly, it is also important to recog-
nize that whenever new technologies are
introduced to schools, the scaling of inno-
vative educational ideas does not happen
through mere technology distribution, but
through movement-making and com-
munity building: Engaging communities

of faculty, teachers, and learners in an
ecosystem where pedagogical exploration
can thrive alongside technological innova-
tion (Reich, 2023).
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Section 5

Recommendations for
Student Support Staff

We refer to both ‘pastoral’ and ‘student
support’ staff in schools in this paper.
These terms refer to school staff with
similar responsibilities, though we
understand that titles and terminology
may change from country to country.

We fully understand that timetables

are jam-packed as they are and that
teachers are already overburdened

with the amount that they have to fit

into an academic year, without having

to make room for ‘nice to have’ extras.
However, based on our findings so far, the
conversations that we are continuing to
have with teachers and students, and the
cases that we are being presented with
from schools, finding ways to support
these recommendations is no longer a
‘nice to have' If ‘preparing young people
for the future’ is a part of your school’s
mission, then these recommendations
will prove more critical than achieving the
highest academic results.

Indeed, although we have provided
recommendations for educators here
specifically, we understand that decisions
will be made by Senior Leaders, Board

of Governors, and the Department for
Education. Regardless of your position in
your school community, we encourage you
to champion these initiatives wherever
possible.

Educators with a remit for student
emotional support in schools may not
always have full oversight of day-to-day
programming. However, we encourage
as much student support in navigating
this new technology as a consequence
of this research and our understanding
of the short-medium implications of its
evolution in education, the world of work,
and beyond. These recommendations
are not technology-focused, but are
implementable regardless of levels of
access to digital tools.

1. Prioritizing
Genuine
Connections

We promote the idea of organizing regular
group activities, such as team projects
and collaborative problem-solving tasks.
This could involve group discussions
where students can engage face-to-face
and build interpersonal relationships. For
example, allocate time during class for
group brainstorming sessions or organize
electives outside of standardized curricula
that focus exclusively on teamwork and
communication skills.
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2. Encourage Activities that
Promote Resilience Building
and the Development of
Coping Mechanisms

Integrate mindfulness practices into the
curriculum by offering short meditation
sessions or relaxation exercises during
the breaks. Additionally, establish peer
support groups where students can share
coping strategies and provide emotional
support for one another. For instance,
create a peer mentoring program, where
older students offer guidance and
encouragement to younger peers facing
social challenges, then ensure the older
students have the opportunity to reflect
and give feedback to a member of school
staff with a student support function on
their experiences.

3. Address Al-Related
Concerns Head On

Host regular, student-led, forums or

town hall meetings where students can
express their concerns and ask questions
about Al and its impact on life, learning,
and work. Invite speakers, such as Al
developers, experts, and educators, to
provide accurate information and debunk
disinformation around Al and its use. This
could involve panel discussions on Al
ethics or practical ways that students can
use this technology to help them in day-
to-day life.

4. Make Time in the
Timetable
for Reflection

Incorporate case studies or real-world
examples of ethical dilemmas related to Al
into classroom or form time discussions.
Encourage students to analyze and
discuss the implications of Al tools on
various aspects of society, including
employment, data protection, relationship
advice, privacy, and social interactions.
This could involve group projects where
students research and present on

ethical issues in Al development, use, or
implementation.

5. Highlight Best
Practice of Student
Advocacy

Establish student-driven committees

or councils focused on technology
integration and digital citizenship. Provide
opportunities for students to propose
ideas, suggest improvements and
advocate for changes in Al guidelines and
policies across the school. Ensure that
their recommendations are fully taken
into consideration and that this process

is transparent, no matter the outcome.
Creating student advisory boards tasked
with reviewing and providing feedback
on new Al tools or platforms being
considered for implementation would be a
helpful way of achieving this.
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6. Ongoing Education for Staff
and Students

Offer workshops and training sessions

on digital literacy and online safety to
mitigate some of the concerns raised
throughout this research. This could cover
topics such as identifying misinformation
or hallucination, protecting personal
data, and perhaps adopting a framework
for positive online relationships.
Common Sense Media is a great place

to start for this. Provide access to
resources such as educational videos
and articles that address the social and
emotional implications of technology
use. For example, partnering with local
organizations or experts to deliver
presentations and seminars on digital
well-being and responsible technology
usage could make a positive difference.



Section 6

Recommendations
for Schools

What does positive scaffolding look like?
Because there is a lack of structuring and
a lack of scaffolding around how these
tools can be used. That’s not to say that
these tools are inherently bad. But unless
there is a specific curriculum or there are
electives that can be built around these
new behaviors, the issues and concerns
raised within this research are likely to
become amplified.

1. Pay Attention to Local

Contexts

When developing new Al strategies and
solutions for schools, we stress that there
are no one-size-fits-all approaches. Each
school, each classroom, each student
and teacher may be facing different
challenges and opportunities, hence,
evaluating and catering to local contexts
should be at the core of any systemic
adoption of Al in educational settings.

We need to ensure that enough people
understand the subtler and more
nuanced implications of what Al can
and cannot achieve either directly or
indirectly, in order to ensure that the
appropriate ethical and regulatory
mechanisms are in place.

- Rosemary Luckin (2018)

Based on our conversations, we
summarize four key aspects to consider
when localizing Al adoption. In the
following questions, we use the term
‘innovation’ instead of solely ‘Al’ to
recognize that Al adoption in education is
not as simple as implementing and scaling
up the use of the technology. Rather,

it must be accompanied by systemic
changes in culture and educational
practices to facilitate a positive and
healthy use of Al.

1. Attitude: How open or risk-tolerant is
your school when it comes to innovation?

2. Bandwidth: What are the enablers and
blockers that influence your schools’
capacity to innovate?

3. Cultural capital: Who are the people at
a structural advantage or disadvantage
when innovation is adopted?

4. Demand: To what extent is there a
genuine demand for innovation, given

other priorities and factors at stake?

In the following, we further elaborate on
each aspect.
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Attitude

When it comes to schools formally
adopting Al, we distinguish them by three
categories: those that allow Al, those
that ban Al, and those with a neutral or
uncertain stance. Inevitably, there is no
scaffolding provided by schools that
take on the latter two stances. However,
even for schools that allow students to
use Al, they might not have developed a
systematic approach that directs students
to understand how, why and under

what circumstances Al could be used to
enhance their learning experiences.

Indeed, a recent policy note by Higher
Education Policy Institute revealed UK-
wide, “students are very apathetic overall
with the support they have received from
their institution” in terms of Al adoption
(Freeman, 2024, p. 10): Only a fifth of
students (22%) are satisfied, while 17%

are dissatisfied and a majority (62%) of
students are either neutral or say they

do not know. This suggests that both
students and institutions remain largely
unclear about the appropriate support for
using Al.

We understand that different schools,
depending on their values, traditions,
and organizational structures, may

have varying degrees of risk tolerance
and openness to innovation. However,
we believe that those who actively
engage with transparent multi-
stakeholder conversations on how to best
appropriately position and leverage Al in
educational settings are those who strive
sustainably.
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Bandwidth

Another aspect to consider is whether
the school has sufficient bandwidth to
facilitate Al adoption. Even when a school
allows and is willing to scaffold the use of
Al, it may or may not have the capacity to
do so on an operational level. This includes
various factors, such as IT infrastructures
and maintenance, training and
professional development opportunities,
staff time constraints, financial resources,
administrative barriers, distribution

of roles and accountabilities, risk
assessments, and metrics (Lee, 2024).

Cultural Capital

On top of considering the attitude and
bandwidth for Al adoption as a school,
we note that it is equally important

to consider the ‘cultural capital’ of
individual students and their varying
demographics. Cultural capital, as coined
by Bourdieu (1973), is a set of assets
including knowledge, skills, and behaviors
with implicit economic, cultural, and
social values that a person accumulates
over time from their background

and experiences, understood to be
contributing to their ‘social status’ and
how well they ‘get on in life’

Both the Ofsted (2019) school inspection
update and the new Ofsted (2024)
school inspection handbook state that
school curricula should be designed to
enable pupils to acquire the self-belief
and cultural capital to succeed in life.
They emphasized that this is particularly
important for disadvantaged pupils,

including those with Special Educational
Needs and Disabilities (SEND), who are
most likely to miss out on the exposure to
the culture and situations paramount to
their ongoing successes and appreciation
of human creativity (Riches, 2020).

A good analogy to illustrate cultural
capital in an educational context is the
‘virtual schoolbag’, where children do not
enter school equally as a blank slate, but
rather bring an invisible bag “full of things
they may have already learnt at home, with
their friends, and in and from the world in
which they live” (Thomson, 2002, p. 1).

We would like to apply the idea of the
‘virtual schoolbag’ to consider children
using Al. As Luk points out, there is a
“huge diversity of learning” where some
students may be eager and well-equipped
to engage with Al tools, while others may
face significant challenges due to lack of
access, lack of trust, or lack of necessary
skills and knowledge. Similarly, Cory
suggests that there may be disparities

in Al adoption rates across students

of different abilities and age groups,
noting that “there are some people who
are accelerating in it and some people
who are not” For instance, “lower ability
students may feel confused” and the
same applies to “demographics lower
down as well”

Beyond the obvious divisions by age
groups and ability, we also note how more
implicit cultural capitals contribute to
students’ relationship with Al. For example,
having taught internationally, Radwa
observes variations in Al adoption based
on gender and sociocultural background,
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with “male students [being] more excited
or interested about dealing with Al tools
than the female students” and “Western
students—like coming from Europe or the
United States—they are more comfortable
than Middle Eastern or Arab students in
dealing with Al in general.” Radwa further
elaborates that,

Even the Middle Eastern students who
study in the United States or in Europe..
Although they changed the studying
environment, they are still hesitant [to
use Al]. So it doesn’t really matter where
they are based. It depends on where
they originally came from and whether
their original environment had promot-
ed their confidence in artificial intelli-
gence... It comes mainly from lack of
trust and lack of experience in dealing
with artificial intelligence in general.

Indeed, this is substantiated by the
recent policy note from the Higher
Education Policy Institute, which noted
the emergence of a new digital divide’

in Al, where “men, students of Asian
ethnicity and those from more privileged
backgrounds may use generative Al more
and be more tolerant of it than women,
White and Black students, and those from
less privileged backgrounds” (Freeman,
2024, p. 14).

As such, when we encourage students
to effectively use Al, we need to first
acknowledge that not everyone has the
same level of digital literacy, confidence,
and relationship to the technology. In his
talk on rethinking digital wellness, Nunez

(2024) raised the issue of how students of
color are disproportionately accused of
using Al for cheating. Consequently, many
of them are more hesitant about using Al
tools, worried about academic dishonesty,
and feeling that Al systems tend to ‘sound
white’. Similarly, in our conversations,
Bettina Hohnen explains how “kids who
are really stuck, like kids with ADHD

or executive function challenges” are
reluctant to leverage Al for learning due
to fear of being accused of cheating. This
phenomenon is increasingly documented,
where Al fails to recognize or interpret
the behaviors of neurodiverse individuals,
leading to discriminatory judgments of
their academic integrity (Mouta et al,,
2023; Swauger, 2020).

Luis, on the other hand, also postulates
the potential of Al for neurodivergent
students:

Some students in the autistic spectrum,
they don't all trust people. So it might
be a bit more difficult to getinto a
conversation with someone because we
don’t always respond in the same way..
That’s why they [could be] more tilted

to bots and machines because the
response is always consistent in which
they can relate to.

As such, while Al typically sounds robotic
and lacks socioemotional context, Luis
emphasizes how “[Al chatbot] could work
for some people, but it would not work for
others”

Because of these different cultural
capitals (or ‘virtual schoolbags’) that
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students carry when they come into
contact with Al, we call for a differentiated
and contextual approach to Al
implementation in educational settings.
This involves asking the questions: Who
is at a structural advantage when it
comes to adopting Al2 And who is at a
structural disadvantage? We advocate
for a culturally-responsive approach
where not only additional support and
scaffolding are provided for students
who are struggling to engage with these
Al tools, but also inclusive dialogues are
encouraged to take into account their
diverse needs and experiences.

Demand

Relatedly, we also ask the extent to which
the school has a genuine demand for
adopting Al, given its broader context
including current priorities and other
sociocultural factors at stake. For instance,
working in an under-resourced area where
young people constantly struggle with
“gangs, drugs, alcohol, homelessness”
and their parents are “disenfranchised
with schools” and “disillusioned with what
schools could be;” Patricia Andrews-
Wardell engages them in “reflective
practice” and “trauma-informed practice”
to help them out of their complications
and circumstances. Observing how young
people “put up such a defense because
the world’s been against them from the
minute,” she states, “They do need face to
face. They do need to see nuance. They
do need to see body language. They need
to have that trust... Interacting with a
computer is not really the best solution”

2. Establish
Constructive Norms
and Habits

In our previous research (Goodnotes,
2023), one of our primary
recommendations for schools was
creating school-wide Al guidelines

and frameworks. In this research, we
recognize that constructive Al adoption,
particularly with consideration for
students’ socioemotional well-being, goes
far beyond written guidance documents:
It orients towards building the culture and
behaviors for positive norms and habits.

For example, Victoria describes that

in the International Baccalaureate (IB)
program that she pursued, “accuracy
verification and fact checking was a huge
thing and getting a good framework

to work with was essential.” She further
emphasizes that she has internalized
these frameworks to the point where they
become “engraved in [her] brain” As a
result, she learned to engage with Al with
a healthy skepticism, always questioning
its outputs to ensure she does not
unconditionally trust Al without verifying
its accuracy.

Indeed, having well-defined structures
and frameworks that guide students and
teachers on how to interact with Al tools
is crucial. But to sustainably address
issues of misuse, overreliance, and
learned helplessness in the long run, we
need to ensure that these structures do
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not exist as rigid or draconian rules, but
rather flexibly adopted by and embedded
within the greater efforts of building a
culture of trust conducive to learning and
socioemotional well-being, where critical
and creative approaches become the
norm when it comes to engagement with
Al. This leads to our next recommendation
addressing the question: How do we foster
these constructive norms and habits?

3. Engage in Co-Creation
Through Working Groups

We recognize that one of the most
effective ways to build a constructive
culture of trust and critical engagement
with Al is to encourage frequent
discussions and sharing of best practices
within peer groups. This could be student-
to-student, teacher-to-teacher, or a mix
of both.

For example, the Marymount School of
New York where Eric Walters and Don
Buckley work is initiating a working

group involving both students and
teachers to center their perspectives in
decision-making about Al adoption, as he
summarizes,

Number one, some overly draconian
policy is not gonna solve the problem.
Number two, bring your students into
the conversation. They’re the ones

that are gonna be using it. Bring your
teachers into the conversation as well.
And like | said, that’s why we’re bringing
them together in one group is because
we want them all to have the conversa-
tion.

This collaborative, ground-up approach
fosters ongoing dialogue and iteration,
where students exercise their curiosity
and tech-savviness in discovering Al tools,
while teachers provide their expertise and
experience in evaluating these tools. As
Walters further notes,

[Students] will often be the ones to
discover the best tools for themselves
and then they’ll share it with [the teach-
ers]... The reason we like that model

is because the students are really the
end users... So if that’s a tool they feel
that supports their learning, the best
we will do our best as a teacher or as

an administrator to support their use of
that tool.

As such, the co-creation process requires
a shift in mindset from the traditional
teacher-centered model to one that
values student agency. Educators need
to relinquish some degree of control and
to trust in the insights and capabilities of
their students. This not only ensures that
the Al tools chosen are both effective
and engaging for the students, but also
cultivates a sense of ownership and
investment in the learning process.

More essentially, we note that engaging
in co-creation through diverse working
groups is not only conducive to scaffolded
and constructive Al adoption, but also a
necessary form of in-person collaboration
that many fear would diminish as Al
becomes increasingly ubiquitous. As

we have underscored throughout

this research, genuine face-to-face
interactions are essential to socialization,
creativity, and socioemotional well-being.
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Change won’t come from heroic
developers or even technology firms,
but from communities of educators,
researchers, and designers oriented
toward innovative pedagogy and a
commitment to educational equity.
We need villages, not heroes.

- Justin Reich (2020)

4. Prepare to Handle
Exposure to Inappropriate
Al Content

Given the unpredictability of generated
content from Al, teachers should have
guardrails in place and be prepared to
respond or help students navigate poten-
tially disturbing or harmful content both
within and outside of the classroom. In the
past few years, there has been a grow-
ing number of resources, research, and
guidelines on promoting safe online en-
vironments for children and adolescents,
addressing cyber risks such as cyberbul-
lying, exposure to inappropriate content,
and privacy intrusion—primarily when it
comes to social media use and gaming
(Hellfeldt et al., 2019; OECD, 2019; Yusuf
et al,, 2023). Like any concerns with online
social environments, the risk of students
encountering misinformation or inappro-
priate content with Al tools is significant
and cannot be ignored, as Walters states,

I’'m guessing that the dark side of gen-
erative Al [is that] there’s probably some
really disturbing stuff there that’s being
created and probably shared.. | think
we do have to have that same kind of
conversation with them about genera-
tive Al, like what do you do if you get an
image that’s disturbing or what do you
do if you do a prompt and you get text
that is equally disturbing?

Indeed, child safety experts noted that
Al-generated child sexual abuse material
(CSAM) created by predators on the dark
web has escalated since 2022 (McQue,
2024). An investigation by Stanford
researchers later revealed that hundreds
of known images of CSAM in an open da-
taset of more than 5 billion images—which
anyone can access—were deployed to
train popular Al image generation mod-
els (Thiel, 2023). In a parallel finding, the
Internet Watch Foundation’s most recent
July 2024 report update on Al CASM also
reported an increase of more than 3,500
Al CSAM deep fake images uploaded onto
the dark web since October 2023, with
over 90% of images realistic enough to be
considered under the same legal assess-
ment as real CSAM (IWF, 2024).

Given this context, schools should start
engaging with multi-layered protocols
and strategies that combine proactive
and reactive measures. Proactive meas-
ures may include engaging students in
age-appropriate discussions about online
safety and digital citizenship specific to
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the context of Al, such as supporting them
to understand and recognize the creation
and spread of deep fakes and misinfor-
mation (Ali, DiPaola, Lee, Sindato, et al.,
2021; McGowan-Kirsch & Quinlivan, 2024),
as well as teaching them how to critically
evaluate the Al content they encoun-

ter (Walczak & Cellary, 2023). Reactive
measures may include providing support
services and reporting mechanisms, where
students, parents, and educators can re-
port inappropriate materials and seek help
when needed (Elgersma, 2024).

5. Foreground Transparency by
Documenting the Use of Al as a
Learning Journey

When discussing school Al policies, a pri-
mary principle that everyone agrees on is
foregrounding transparency in the use of
Al to maintain academic integrity and fos-
ter trust between students and educators.
As Cemre states,

[The school and the teachers] don’t re-
ally punish us for using Al, but they want
us to use it transparently. If we use Al for
looking for sources in research papers..
Or if something is written by Al, we have
to mention it.

While this approach is supposed to
encourage responsible use of Al and
facilitate open communication, Luk points
out the challenges of implementing Al
declaration policies, noting that “the
students would be afraid of declar[ing]
whether they have to use Al or not” This

is due to the dilemma where “If [students]
don’t declare about the usage of Al, they
may be disqualified from the proper exam.
But when they declare all the stuff, they
may reveal that to [the teachers]”

In response, the school collaborates with
a third-party platform that tracks user
prompts and can trace down “what ac-
tually [the students] prompt the message
and [their] corresponding results.” While
these platforms are not yet common,
there is emerging research and devel-
opment. For instance, Kim et al. (2024)
recently prototyped a Prompt Analyt-

ics Dashboard (PAD) that records essay
editing history and chat logs between
students and ChatGPT to support learn-
ing, mitigate misuse, and provide teachers
with contextual analysis of student behav-
iors to improve their teaching. Luk explains
that having these platforms in place
signals to the students that the school “al-
lows [them] to use the ChatGPT to do their
projects... as long as they have the record.”
In other words, the platforms serve as an
external mechanism of trust by providing
an independent and verifiable record of
students’ interactions with Al, allowing

the school to ensure transparency and
accountability via external oversight while
enabling students the freedom to appro-
priately leverage Al for learning.

However, one ethical tension is that while
transparency is foregrounded through
these platforms, such continuous tracking
inevitably comes at the cost of privacy
intrusion and might also be thought of

as surveillance (Koedinger, 2023). We
acknowledge that this type of tension
needs to be more widely discussed and
addressed.
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Another more powerful and thoughtful
strategy is to promote transparency by
encouraging students to document their
use of Al as part of a learning journey. As
Walters describes, his school has devel-
oped a policy about students document-
ing their use of Al “not just saying like this
is when [they] used it,” but also reflect-
ing on “why they used it” and “thinking
about [documentation] as a journey that
supports their learning.” The key here is to
position transparent documentation as

a trustful, insightful and reflective pro-
cess that scaffolds students to develop
healthy and meaningful relationships with
Al, rather than a punitive or controlling
mechanism that deprives students of their
agency and privacy.

6. Cultivate Holistic
Al Literacy

What should Al literacy consist of?2 We
argue for a holistic approach to critically
using and understanding Al in terms of
both its technical capacities and its social
implications.

Using and Understanding Al

Al technologies such as ChatGPT auto-
matically generate content in response to
input prompts written in human languages
(Wolfram, 2023). While it is easy to use

on a superficial level, getting complex

and more sophisticated responses from

it often involves ‘prompt-engineering” a
skilled practice where a person carefully
crafts clear instructions or questions to
guide the Al’'s responses more effectively

(Giray, 2023). Why, then, is prompt engi-
neering an important skill to develop when
it comes to Al literacy? From our conver-
sations, we note that Al literacy should not
be merely limited to knowing how to de-
ploy Al tools to automate existing teach-
ing and learning practices, rather, it should
involve cultivating a deep understanding
of the workings behind Al and ongoing
experimentation with prompt engineer-
ing to improve learning and pedagogical
practices.

Luk spoke about hosting workshops in

his school on writing good Al prompts,
including how to conduct “first principle
thinking [with] the Al model” and “let Al
know more about the background, the
role, the information, the scenario, and so
on.” This process of prompt engineering
requires constant refinement, and, when
done rigorously, serves as an exercise for
teachers and students to reflect on their
circumstances, identify their stages of un-
derstanding, and explicate their teaching
and learning objectives. We notice that
teachers are beginning to leverage the
flexibility enabled by prompt engineering
to improve and innovate pedagogical
practices. As Luk describes, to critical-

ly and creatively use Al to engage the
students requires the teachers to “think
about what the students need, what the
students like” For example, he recalls how,
in a lesson on learning English dialects, his
colleague prompts Al to “change the dia-
lect to Korean because the Korean K-pop
is very popular in Hong Kong.” This way,
students could translate and compare the
Korean dialect to English, and are encour-
aged to engage with broader perspectives
by thinking beyond their usual topics and
language.

47



All teachers we talked to came to the
consensus that Al tools should be applied
to nurture, rather than diminish, creativity
and independent thinking. For instance,
Walters states that when consider-

ing Al as a writing tool, it “should be a
thought-starter, not a thought-finisher.”
Similarly, Hohnen expressed that she
would like more young learners to access
and use Al “for the benefits that it can
provide and then seeing it as part of a tool
[and] not the end point”

Indeed, students are leveraging Al for

the same rationale. Felicitia, for instance,
describes how she and her peers use Al in
group work:

Many times when we are given a task
and do not really know how to start it,
many of my friends type the instruc-
tion in ChatGPT and it introduces us to
suggestions. From that step onwards
we start thinking, ‘OK, we can start like
this and then change it this way.” Maybe
it has facilitated us in some way and by
providing that first step. | do not see it
as a bad point because at least in our
cases, we do not fully trust what it sug-
gested. We just take it and start thinking
over that.

One contrasting and contentious example
that emerged out of our conversations
with the teachers is a popular Al solution
for schools—a platform that provides a
suite of Al tools to help teachers effective-
ly automate and save time on tasks such
as planning lessons, creating assessments,
devising individualized education pro-
grams (IEPs), and writing reports. Despite
the convenience provided, Luk notes

that using some Al tools often feels like
streamlining the practice of teaching to
“just like the fast food” or even “junk food
and then a junk system,” in that teachers
“just select click and then put the key-
words and then [they] can do the genera-
tion, but this kind of UlI/UX would bring the
other issue, that is they would not know
how to do prompt-engineering at all”
Luk’s observations point to the concern
that the uncritical proliferation and adop-
tion of Al tools may lead to the authen-
ticity of education being hollowed out,
where education becomes constrained to
narrow definitions of learning and meas-
ured solely in terms of efficiency (Biesta,
2010; Holmes, Persson, et al., 2022).

Indeed, one of the drawbacks of Al tools in
education is their lack of a clear educa-
tional approach to how they behave. Since
Al models primarily aim to give conven-
ient answers by rendering teaching and
learning ‘frictionless’ and ‘efficient’, they
might not encourage students to actively
engage with the learning process. This can
lead to more passive learning and ‘learned
helplessness’, where students’ curiosi-

ty and critical thinking are diminished
unless these tools are explicitly designed
or prompt-engineered with educational
goals in mind (Abdelghani et al.,, 2023).

In short, Al literacy is not simply knowing
how to use or deploy Al tools and auto-
mations. Rather, it is about deeply under-
standing the affordances and limitations
of the technology to thoughtfully leverage
it for innovative educational use. As Wal-
ters vividly summarizes it,

48



Our mission here is when it comes to
using technology in education, it has to
connect your learning objectives with
your learning outcomes... So our goal
here is that we want our students to

be technologically literate so that they
know which tool to use when to support
their learning.

The “Technological’ and ‘Human’
Dimensions of Al Literacy

Globally, educational Al literacy programs
and frameworks including Al Literacy:
Competencies and Design Considerations
(Long & Magerko, 2020), The Machine
Learning Education Framework (Lao,
2020), Al4K12 (Al4K12.0rg, 2021) and MIT’s
The DAILy Curriculum for Middle School
Students (Breazeal & Lee, 2022) are being
increasingly adopted in schools (Miao &
Shiohira, 2022). However, these Al litera-
cy curricula predominantly focus on the
‘technological’ dimensions of Al, like how
it works and how to create it. Meanwhile,
the ‘human’ dimensions of Al, such as its
socio-technical and ethical implications,
are usually sidelined. Even when the ethics
of Al are discussed, the focus often only
superficially touches on biases, without
delving into the deeper issues of social
injustices and socioemotional impacts.

Yes, frequently there is a nod to the
ethics of Al (usually instantiated as
biases), but often this is almost as an af-
terthought, once the ‘sexier’ topics (e.g.,
machine learning and large language
models) have been studied.

— Wayne Holmes (2023)

In our conversations, educators stress

the importance of critically engaging with
ethical considerations alongside using
and understanding the technical aspects
of Al, as Walters states, when it comes to
Al literacy, it is important to consider, “How
do you use this to support teaching and
learning both by teachers and by stu-
dents? And then thinking again, paralleling
that with the ethical considerations to go
along with it” Since Al affects all parts of
society, it needs to be understood from
both human and technical perspectives.
For students, this means being guided on
how to judge whether the Al tools they

are using are effective and ethical—for
example, the extent to which Al chatbots
can provide genuine mental health sup-
port. For educators, this means learning
and teaching how Al impacts their specific
subject—for example, how Al may affect
literature and art, and what it means to be
human (Holmes, 2023).

The UNESCO (2022) K-12 Al curricula - a
mapping of government-endorsed Al
curriculum sets out three broad cate-
gories for Al literacy learning outcomes:

1) Al foundations (e.g., algorithms and
programming, problem-solving and data
literacy); 2) understanding, using, and
developing Al (e.g., existing and new Al
techniques, technologies and develop-
ment); 3) ethics and social impact (e.g.,
privacy, bias, transparency, misinforma-
tion, advantages and disadvantages).
However, a quick mapping of the hours of
time allocated to each of these catego-
ries across 21 government-endorsed Al
literacy curricula worldwide demonstrates
that by far the most attention has been
devoted to Al foundations, and substantial
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efforts towards understanding, using, and
developing Al. However, the commitment
to ethics and social impact seems to be
relatively minimal—only one-third of the
hours are devoted to its more technical
counterparts. As we have demonstrated
throughout the research, the ethical and
social implications of Al in educational
settings are profound, if not essential,

to consider.

just memorizing and writing essays, but
also critical thinking that will come from
[engaging with Al]”

Any creative or collaborative tasks require
constructive scaffolds and guardrails. In
the case of Al for education, the process
of designing and implementing these
scaffolds and guardrails itself must be

a cooperative effort: On the human-hu-
man level, involving explicit guidance

and co-creative exploration on innova-

/. Rethinking Critical Al
Pedagogy and the Role
of Educators

tive pedagogies; on the human-Al level,
examining how these innovative pedago-
gies can be thoughtfully integrated with
the technical affordances Al systems.

With Al tutors’ increased capabilities to
provide personalized learning and their
proliferation in the market, many teach-
ers fear that their jobs will be replaced.
However, we propose that Al should not
be regarded as a threat to teaching, but
rather as a lens that enables teachers to
reflect on and reimagine their pedagogi-
cal practices and their roles as educators.

For instance, Ashish contends that in the
age of Al, educators are “not just some-
body who knows stuff but somebody

who knows how to facilitate a better
discussion.” This requires them to teach
“more than just the knowledge of maybe
Chemistry or Math... [just] because they
have a repository with them,” and become
“somebody with interpersonal skills” who
guides and co-creates with the students
in a rapidly evolving landscape. Cravioto
further adds that, more broadly, the shift in
educators’ pedagogic practices and roles
necessitates broader systemic changes,
such as rethinking “the way of assessing
the knowledge from the students, not

Don Buckley, for example, cultivates his
students’ understanding of digital systems
by having them critically engage with dif-
ferent voice assistants developed by big
tech companies:

It was a ‘build a bot’ activity. So | got
these prompts and tried to see how
[the students] would interact with [the
bots]... How would the bot respond to
provocative things?... What does Siri
say? What does Alexa say? What does
Google say?... [The students] kept ask-
ing and asking and getting responses
and seeing what would happen. So that
part was engaging for them... It’s super
interesting.

Smart home devices and digital assistants
often provide light-hearted responses
and magical user experiences that divert
users’ attention from the opaque nature
of the underlying technology. Nonethe-
less, by making explicit the often invisible
interactions that students have with these
technologies, teachers can help students
become more aware of both their poten-
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tial and risks (Main & Yamada-Rice, 2022).
Buckley’s activity design and pedagogic
experimentation speak to our broader
recommendation to value learning expe-
riences outside of standardized curric-
ula and assessments—-in this context,

for instance, the importance of digital
citizenship in young generations’ lives. At
Buckley’s school, new programs including
“design thinking, entrepreneurship, design
abilities, digital fabrication, creative com-
puting, physical computing” are offered
as electives, with more and more students
recognizing them as equally important as
traditional academic subjects.

Rather than allowing technology to dic-
tate educational practices, we advocate
for a critical pedagogical approach that
foregrounds students’ learning needs and
engagement. This means starting with
what is beneficial and compelling for the
students, and working upwards to reno-
vate curricula and assessments to ensure
that Al adoption serves educational goals,
not vice versa.

In this new paradigm, the role of educa-
tors expands beyond academic teaching
to encompass mediating between Al

technology and students’ holistic devel-
opment. This means cultivating envi-
ronments where students can critically
engage with Al while developing essential
human skills such as empathy, collabora-
tion, creative, and ethical decision-mak-
ing, so that they do not become passive
consumers of the technology. It also
means helping students navigate the
complex social and emotional challenges
in an Al-infused landscape. This includes
addressing anxieties about Al’s impact on
future careers, fostering a growth mindset
in the face of rapid technological change,
and encouraging healthy relationships
with not only Al tools, but also with each
other.

Of course, this is not any easy task for a
single educator, but requires collaborative
effort from a diverse community of mul-
ti-level and multi-disciplinary stakeholders
proactively exploring and shaping what
the future holds for our young genera-
tions.
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Call to Action

This research is merely the tip of the
iceberg. Since we began working on
this project in November 2023, so much
has happened in the world of GenAl,
particularly from an education and a
school perspective.

Instead of concluding this work by
summarizing what we believe are the key
points, with the hope that they might be
addressed, utilized, and implemented, we
want to issue a call to action for further
research, dialogue, and of course, action
concerning the social and emotional
impact of this relatively new technology in
schools.

Itis pleasing to see that some
governments around the world are
starting to take this seriously and

are thinking more broadly about the
implications of the widespread use of

Al from a policy level. However, beyond
technical and compliance-related
formalities, it would seem that we are on a
cliff edge.

We hope that it won't take a tragic event
or, what is more likely, a series of tragic
events to take place in order for more
comprehensive action to be taken from
a child protection and safeqguarding

perspective. We need to be mindful of
what this technology is already doing to
the minds and behaviors of the young
generation. As we have seen, Al is already
impacting how they engage with the real
world, and there is still time to ensure that
this level of engagement is happening

in a way that is beneficial instead of
detrimental. Now is the time when we can
start making change happen, and this can
and should be starting in schools.

School staff are, for the most part, under-
resourced and overworked, and there are
ways that Al can be served to address
that. But as communities, schools will
need help and guidance in navigating this
new and uncharted territory.

This is why a call to action is so
imperative. If you have the resources

and the capability to instigate change

in education, to share knowledge and
experiences as far as Al is concerned, we
encourage you to explore this, to partner
with educators who care enough to make
a change and to keep this ball rolling.

We know that we still have a huge amount
of work to do in this space, and if you
would like to be a part of it, we encourage
you to reach out and connect with us.
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Appendices

Questions for Educators

1. Can you describe your initial experiences
or observations with generative Al (GenAl)
technology in the classroom?

2. How has the introduction of GenAl
in your school impacted student
engagement and learning?

3. What are your thoughts on the
balance between technology-focused
and traditional teaching methods in
education?

4. Has your school integrated Al tools
into any existing curriculum and teaching
practices? If so, how?

5. In what ways have you noticed GenAl
technology influencing students’ social
interactions and emotional well-being?

6. Can you compare the classroom
dynamics before and after the
introduction of Al tools?

7.What potential developments in GenAl
for education are you most excited or
concerned about?

8. What challenges have you encountered
with GenAl in education from a social,
emotional or behavioral perspective, and
how have you addressed them?

9. Based on your experience, what advice
would you give to other educators
considering implementing GenAl in their
schools?

10. Is there anything else you would like to

share about your experiences or insights
on GenAl in the educational sector?
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Questions for Students

Twelve questions focused on the social,
behavioral, and emotional impact of
GenA|, for students aged 16-22:

1. Does GenAl technology impact your
classroom experience in any way at this
point?

2. In what ways do you think GenAl has
changed your interactions with teachers
and classmates if at all?

3. Have you noticed any impact of GenAl
on your motivation and engagement in
learning activities?

4. Can you share any experiences where
GenAl has affected your stress levels or
well-being?

5. How do you think Al tools influence
your approach to group work and
collaboration?

6. Have you experienced any challenges
with GenAl and how have you managed
them?

7.What are your thoughts on the balance
GenAl brings between digital and
traditional learning methods?

8. How do you perceive GenAl's role in
shaping your future career and life skills?

9. Do you think GenAl in education has
the potential to impact creativity and
problem-solving skills?

10. Is there anything about GenAl in
education that you feel particularly
passionate about or concerned with?

11. There has been speculation regarding
whether increased interaction with
artificial intelligence means people-to-
people relationships have become more
transactional. Is this something you would
agree with?

12. Are you finding more punishments

are being given out for less empathetic
types of behaviors (e.g., unkind behaviors,
bullying, ‘bad’ language, expectation of
teacher-pupil relationship, etc.)?
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